
Bridging the Science - 
Information Technology Gap



Presentation Outline

• Who is the Bioteam?
• Our HPC and Storage Expertise
• Our Data Management Solution WikiLIMS
• Discussion “How can BioTeam serve Ignite?



BioTeam at a Glance

• Incorporated in 2002
• Providing high-performance computing, storage and data 

management service for Life Sciences
• All consultants have both Life Science and IT expertise
• Vendor Agnostics (do not accept vendor commissions)
• Global Client base of > 300
• Partners - Intel, Isilon, Illumina, ABI, Pacific Biosciences
• Channel Partners - Apple, Univa, Schrodinger



HPC & Storage to Support 
High-Throughput DNA Sequencing



BioTeam HPC, Storage & Data Management Services

• Research Analysis - evaluating your objectives
• Technical Assessment - formulating plans for computing and 

storage 
• Architecture - designing capable, cost-effective solutions
• Implementation - building and integrating
• Testing - validating new and existing systems
• Training  - training all users, scientific and technical
• Application development - custom software for research



• Specialty practices & areas of focus:
– Science-centric IT & Infrastructure Consulting
– Distributed Resource Management
– Utility/cloud computing on Amazon EC2

HPC Informatics Consulting Practice



• Science-centric HPC IT consulting & project management including:
– Facility

• Build-out, technical assessments, relocation/migration projects
– System Design

• Translate scientific need into IT requirements
• Turn IT requirements into scalable research IT blueprints

– Purchase Assistance
• Write RFP documents
• Evaluate vendor RFP responses & assist with vendor selection
• Strip inappropriate or unnecessary padded items off of vendor 

quotes

IT & Infrastructure Practice



• IT & Infrastructure continued …
– Storage Practice

• A rapidly growing specialty practice
– Technical storage audits for life science organizations

» Document requirements, estimate growth, identify 
capability gaps

• Terabyte to multi-Petabyte storage system design services
• Integration of terabyte-scale wet lab instruments

– Confocal microscopy, ultrasound, next-gen sequencing, etc.

IT & Infrastructure Practice



• 10+ years building production clusters & compute farms for Biotech, Pharma, 
Academic and Government clients

• Deep involvement way beyond “traditional” IT scope:
– Far more than hardware setup & deployment 

• Installation, deployment & configuration assistance
• Custom tuning & configuration to match scientific need
• Scientific application & workflow integration
• Custom training for end-users, developers & operations staff

• Acknowledged as global experts on Platform LSF and Sun Grid Engine in life 
science environments
– Popular community blog http://gridengine.info operated by BioTeam

• BioTeam is the only company offering life-science LSF & Grid Engine training
• BioTeam is the only company offering Grid Engine training aimed at end-users

Distributed Resource Management

http://gridengine.info


Philip Morris USA Center for Research and Technology

QuickTime™ and a
 decompressor

are needed to see this picture.

• $350M total project - New construction
• $10M in IT spending (system specs confidential)
• BioTeam Role (Aug 2005 - Oct 2007):
– Document functional & scientific requirements
– Develop HPC compute and storage architecture
– Contribute technical material to RFP documents
– Assist project team and purchasing agents as 

‘subject matter experts’
– Project manage delivery, unpacking and installation 

within an active construction site
– Bring all systems online; test against acceptance 

criteria
– Custom training for scientists & operations staff



NASA Langley Research Center

QuickTime™ and a
 decompressor

are needed to see this picture.

QuickTime™ and a
 decompressor

are needed to see this picture.

• Providing on-going computing, Grid Engine 
and storage  support for atmospheric research 
(since December 2006)

• Multi-Petabyte storage system:
• 1.8 PB raw/1.2 PB usable
• 384 fiber ports & 2560 individual disks
• IBM GPFS filesystem
• Mixed IBM server environment
• x86_64 & PowerPC
• Workflow managed via Sun Grid Engine



Naval Medical Research Center
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• Architected, sourced, implemented and 
currently supporting:

– Research IT platform for $15 million 
Bio-defense grant program

• Designed to flexibly support next-generation 
DNA sequencing from multiple vendors

– 454, ABI SOLiD, Sanger and Nimblegen
• Leveraged best of breed commodity solutions 

in a highly price-conscious environment
• Features:
– 80 Core Linux Cluster
– A ~100 terabyte single-namespace storage 

system costing $150,000
• Competitive quotes from commercial storage 

vendors > $1 million



• Since early 2007 every active BioTeam consultant has independently used Amazon 
AWS products to solve real-world customer problems

• Currently working with ISVs and client companies move software and workflows into 
EC2

• BioTeam’s Amazon Cloud Clinets/Milesotnes:
– 1st to publicly demonstrate mpiblast operating on EC2
– 1st to publicly demonstrate self-organizing Grid Engine clusters within EC2
– UnivaUD to document Unicluster/EC2 integration
– Sun Microsystemst
– Applied Biosystems 
– Helicos Biosciences 
– Frederich Miescher Institute
– The Broad Institute of Harvard and MIT
– Pfizer 

Utility Computing on Amazon EC2
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Challenges in Managing Research Data

• High-Throughput Instruments are creating Exponential Data Growth
• New technologies, and changing technologies 
• A mix of users: scientific, technical, and informatic
• Multi-platform experimentation (Illumina, 454, Microarrays, Etc.)
• Legacy data locked in out-dated systems and files
• Low volume areas of the lab that are orphaned and have no LIMS
• Data of all types: text, image, video, tabular, relational
• Personnel and conditions change, and closed software isn’t maintained

What system can address ALL of these challenges?



Wikipedia - the world's most used wiki



WikiLIMS Client Solutions 
• A multi-national corporation
• The Navy Biodefense Research Directorate (BDRD)
• John Grealey Lab at the Albert Einstein Medical College
• Brent Graveley Lab at the University of Connecticut
• Cornell University
• Cold Spring Harbor Laboratory
• Indiana University, Center for Genomics and Bioinformatics
• AMDeC, New York State
• Dana-Farber Cancer Institute
• caBIG
• Pfizer

Not shown: Helicos, National Cancer Institute, EPA, CDC 



‘‘multi-national corporation”

• Situation
– 3 Roche GS and 2 Illumina GA
– Existing commercial LIMS system
– Existing commercial sequence analysis platform
– Existing collaborative platforms, Web-based
– Need to make projects visible
– Need automatic data movement in all directions
– Key : Projects, Samples, Libraries, Sequencing





Naval Medical Research Center - BDRD

• Situation
– An expanding collection, greater than 10,000 bacterial strains
– Need to create rapid sequencing and annotation pipeline
– Need to launch commands from the Wiki and get results back
– Need to submit genome sequences to NCBI from the Wiki
– Need to submit raw data to NCBI Short Read Archive
– 4 Roche GS instruments in continuous use
– Affymetrix data
– Key pages: Strains, Cultures, Projects, Assemblies, Genomes, 

Runs, Microarrays



BDRD - Portal



• Acquire strain, barcode, enter into Wiki (creates Strain)
1. Sub-culture Strain in the lab, create a Culture
2. Organize Strains by biological features (creates Project)
3. Extract DNA (creates a Run)
4. Sequence one or more times (creates Assembly)
5. Assemble one or more Assemblies from Wiki (creates Genome)
6. Annotate one Genome or entire Project from Wiki
7. Submit Genomes to NCBI from Wiki
8. Submit raw data to NCBI Short Read Archive from Wiki

BDRD - Workflow



BDRD - Strain page



BDRD - Add a Strain to a Project



BDRD - Sequencing Run



BDRD - Launch Jobs from WikiLIMS



... and create a Genome page



BDRD - View genomes in the Wiki



BDRD - Launch annotation pipeline



DIYA - open source pipeline software (BioTeam & BDRD)



DIYA at BDRD

- SGE cluster by BioTeam
- Storage by BioTeam
- 5 M bp annotated, 45 minutes
- 250 M bp submitted in 6 weeks
- see diyg at Sourceforge 
see Bioinformatics March 2009



Albert Einstein Medical College Center for Epigenomics

• Situation
– Core Facilities for Genomics and Epigenomics
– 1 Roche GS and 1 Illumina GA, NimbleGen microarrays
– Need to handle sample submissions
– Need to allow external labs to retrieve their results
– Need to reserve and schedule technicians and instruments
– Key pages: Client Request, Samples, Jobs, Notebooks, 

Analysis, Billing



Albert Einstein Medical College

ad hoc client analysis 
Front-end components
Customer request UI
Results and reporting

Data Tables
Visual Analytics

File Management



Einstein - Managing client requests for sample 
submission

Attach files

Multiple samples



Einstein - Sequencing Job Results
CHiP-Seq, CHiP-chip

Custom assays
Analytical jobs

Custom web reporting
Using Mediawiki API

Launch Custom Apps
Gbrowse
Jalview



Google Charts API
Lane by lane metrics

Einstein - Quality Control Reports



Einstein - WikiLIMS Electronic Lab Notebook 
(ELN)



Einstein - WikiLIMS Electronic Lab Notebook 
(ELN)



University of Connecticut

• Situation
– 1 Roche GS and 1 Illumina GA 2
– Multiple labs and multiple research projects (and modENCODE)
– Need to allow data submission and data retrieval from external 

laboratories
– Need to track reagent use and work by each user
– Key pages: Flowcells, Laboratories, Projects, Samples, 

Reagents, Users, Species



U. Connecticut - Load runs automatically



U. Connecticut - Monitor Quality of the Sequencing Run



U. Connecticut - A Sample has Project and Laboratory 
data



U. Connecticut - Flowcell, with User view and Flowcell 
details



U. Connecticut - Track work by User



U. Connecticut - modENCODE uses WikiLIMS as project 
hub



U. Connecticut - Projects involve internal and external 
Labs



Cornell University

• Situation
– 1 Roche GS and 1 Illumina GA 2
– Need to monitor Run quality
– Need to read customer and sample data from existing LIMS
– Need to link to existing LIMS
– Key pages: Samples, Customers, Illumina Runs, Roche Runs, 

Flowcells



Cornell - Monitoring quality



Cold Spring Harbor Laboratory

• Situation
– 13 Illumina GA sequencers
– Need to run large number of instruments used by many 

technicians
– Need secure environment for clinical samples
– Key Pages: Illumina Runs, Flowcells, Libraries, PCR 

Reactions, Genome Amplifications, Machines, Purifications



CSHL - Create and edit Library pages



CSHL - Remote Instrument Operation



CSHL - Remote Instrument Operation



Indiana University Center for Genomics and Bioinformatics

• Situation
– 1 Roche GS and 1 Illumina GA, NimbleGen microarrays
– Need to track runs, samples, reagents, and group by project
– Need to track task-level and job-level provenance data
– Need to send notifications and email alerts
– Need to carry projects through all the way to billing
– Key : Projects, Samples, Libraries, Sequencing, Reagents



Indiana - Samples, Tasks, and Reporting



Indiana - Managing workflow tasks



Indiana - Managing workflow tasks



Indiana - Managing workflow tasks



Indiana - Managing workflow tasks



Indiana - Managing workflow tasks



Indiana - Sending e-mail notifications



Indiana - Simplified tracking information

• Email and RSS notifications for every step in workflow
• Wiki Revision Control explains who did what and when
• Lab Managers can revert and undo tasks



Indiana - Managing tasks by Lab User – Calendar view



AMDeC



DFCI - Managing a large-scale, multi-year clinical 
collaboration

• BU, NJ Health Center, Dana Farber, Clinical Trials and Surveys Corp., U. 
Michigan Health Center, UCD, UPMC, National Heart Lung and Blood 
Institute 

• 1000 human lung samples in a study of COPD
• 75 assays
• Monthly reporting
• Automated data loading



DFCI - Detailed Sample Tracking over 
Assays



DFCI - Global Sample Tracking over Assays



caBIG Integration

- WikiLIMS queries caBIG via Web Services 
(SOAP)
- Gene, protein, microarray, SNP, clinical....



caBIG Integration



caBIG Integration
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Future Directions: Proteomics



Future Directions: Proteomics



Future Directions: SOAP and RESTful Web Services

External Data

Annotations



Future Directions: 3D Structure Viewing (Jmol)



Future Directions: MALDI-TOF Data (R, Gnuplot) 
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