
The Flexible and Cost-Effective Solution for Managing
Your Research Data



BioTeam at a Glance

• Incorporated in 2002
• Providing high-performance computing, storage and data

management service for Life Sciences
• All consultants have both Life Science and IT expertise
• Vendor Agnostics (do not accept vendor commissions)
• Global Client base of > 300
• Partners - Intel, IBM, HP, SGI, Isilon, Illumina, ABI
• Channel Partners - Apple, Univa, Schrodinger



BioTeam HPC, Storage & Data Management Services

• Research Analysis - evaluating your objectives
• Technical Assessment - formulating plans for computing and storage
• Architecture - designing capable, cost-effective solutions
• Implementation - building and integrating
• Testing - validating new and existing systems
• Training  - training all users, scientific and technical
• Application development - custom software for research



• Specialty practices & areas of focus:
– Science-centric IT & Infrastructure Consulting
– Distributed Resource Management
– Utility/cloud computing on Amazon EC2

HPC Informatics Consulting Practice



• Science-centric HPC IT consulting & project management including:
– Facility

• Build-out, technical assessments, relocation/migration projects
– System Design

• Translate scientific need into IT requirements
• Turn IT requirements into scalable research IT blueprints

– Purchase Assistance
• Write RFP documents
• Evaluate vendor RFP responses & assist with vendor selection
• Strip inappropriate or unnecessary padded items off of vendor

quotes

IT & Infrastructure Practice



• IT & Infrastructure continued …
– Storage Practice

• A rapidly growing specialty practice
– Technical storage audits for life science organizations

» Document requirements, estimate growth, identify
capability gaps

• Terabyte to multi-Petabyte storage system design services
• Integration of terabyte-scale wet lab instruments

– Confocal microscopy, ultrasound, next-gen sequencing, etc.

IT & Infrastructure Practice



• 10+ years building production clusters & compute farms for Biotech, Pharma,
Academic and Government clients

• Deep involvement way beyond “traditional” IT scope:
– Far more than hardware setup & deployment

• Installation, deployment & configuration assistance
• Custom tuning & configuration to match scientific need
• Scientific application & workflow integration
• Custom training for end-users, developers & operations staff

• Acknowledged as global experts on Platform LSF and Sun Grid Engine in life
science environments
– Popular community blog http://gridengine.info operated by BioTeam

• BioTeam is the only company offering life-science LSF & Grid Engine training
• BioTeam is the only company offering Grid Engine training aimed at end-users

Distributed Resource Management



• Since early 2007 every active BioTeam consultant has independently used Amazon AWS
products to solve real-world customer problems

• After years of BioTeam cynicism regarding “grid” and “utility” computing …
– Amazon has finally come through with the proper combination of price, features and

capability
– A fast growing practice area for BioTeam

• Currently working with ISVs and client companies move software and workflows into E22
• BioTeam’s Amazon Cloud milestones:

– 1st to publicly demonstrate mpiblast operating on EC2
– 1st to publicly demonstrate self-organizing Grid Engine clusters within EC2
– Hired by UnivaUD to document Unicluster/EC2 integration
– Hired by Sun to demonstrate use of EC2 as a “spare pool” for Grid Engine operating

under the control of Sun’s Service Domain Management (“SDM”) technology
– Hired by Pfizer to enable Rosetta ++ Docking Application on the EC2 Cloud.

Utility Computing on Amazon EC2



HPC & Storage Projects to Support Next-Gen Sequencing

• WiCell Research Institute
• MIT Center for Cancer Research
• Helicos BioSciences (WikiLIMS)
• NYU Medical Center (through Sun Microsystems)
• Naval Medical Research Center (WikiLIMS)
• John Hopkins Center for Inherited Disease Research
• MIT Dept Environmental Engineering
• UC Santa Cruz Earth and Planetary Sciences
• Cornell Institute for Biotechnology and Life Sciences Technologies

(WikiLIMS)



Challenges in Managing Research Data

• High-Throughput Instruments are creating Exponential Data Growth
• New technologies, and changing technologies
• A mix of users: scientific, technical, and informatic
• Multi-platform experimentation (Illumina, 454, Microarrays, Etc.)
• Legacy data locked in out-dated systems and files
• Low volume areas of the lab that are orphaned and have no LIMS
• Data of all types: text, image, video, tabular, relational
• Personnel and conditions change, and closed software isn’t maintained

What system can address ALL of these challenges?



The solution is...
• A system that is quickly constructed and easily revised
• A system that can handle many data types
• A modular and transparent system
• A Web-based system



 Traditional LIMS vs WikiLIMS

•  Traditional LIMS
• Complex and unfamiliar interfaces
• Proprietary languages
• Commercial technology platforms
• Complex data schemas
• High cost

WikiLIMS
• Simple user interface
• Use any popular language
• Open-source
• Data is the schema
• Low cost



Wikipedia - the world's most used wiki



 Why MediaWiki?

• Stabled and supported platform
• Familiar interface
• Very high data capacity using underlying Mysql relational database
• High data connectivity
• Large open source community supporting the code
• Semantic MediaWiki extension for labeling of all data
• Highly flexible and programmable
• Versioning and auditing



MediaWiki Physical Requirements

• Sufficient memory, e.g. 4 Gb RAM
• Sufficient space, e.g. 100 Gb disk
• Late model, multi-core processor for maximum performance
• Linux or Mac OS X OS



MediaWiki and its languages

• MediaWiki has its own formal API accessed by HTTP requests
• Perl or Python or Java can all program the Wiki using this API
• PHP can be used for deep modifications
• MediaWiki’s own template language is used for categorizing and

querying
• SQL is not used



MediaWiki Code Base

• Mixture of functional and Object Oriented code
• PHP 5.0
• Complex: 1080 files and  ~100K lines of code
• Mysql relational database for all data
• Hundreds of open source extensions: Security, graphics and video,

access to other APIs, Semantic MediaWiki, parsing, scheduling and
calendars, task management, RSS...



Semantic MediaWiki

• The Semantic Web labels all content to maximize sharing and
comprehension

• Semantic MediaWiki is an extension to MediaWiki that allows you
apply Semantic Web technology to all your data

• Semantic data is fully inter-related, computable, categorized, and
query-able



WikiLIMS Developers

• Bill van Etten
• Brian Osborne
• Adam Kraut
• We contribute to BioPerl, DIYA, SNPedia, MediaWiki::Bot,

gchart4mw (Google Chart API), Access Control extension,
Pywikipedia



WikiLIMS Customers

• Naval Medical Research Center
• National Cancer Institute ABCC
• Cold Spring Harbor Laboratory - Mc Combie Lab
• Cornell Institute for Biotechnology and Life Sciences Technologies
• Emory University - School of Medicine
• University of Connecticut Medical Center
• Helicos BioSciences
• Yeshiva University - Greally Lab Epigenomics
• Pfizer Biotherapeutics and Bioinnovation Center
• Indiana University
• EPA



WikiLIMS
Architecture



WikiLIMS Customer Case Studies

• The Navy Biodefense Research Directorate (BDRD)
• John Grealey Lab at the Albert Einstein Medical College
• Brent Graveley Lab at the University of Connecticut
• Core Sequencing Facility at Cornell University
• Dick McCombie Lab at Cold Spring Harbor Laboratory
• Indiana University, Center for Genomics and Bioinformatics
• “multi-national corporation”



Naval Medical Research Center - BDRD

• Situation
– An expanding collection, greater than 10,000 bacterial strains
– Need to create rapid sequencing and annotation pipeline
– Need to launch commands from the Wiki and get results back
– Need to submit genome sequences to NCBI from the Wiki
– Need to submit raw data to NCBI Short Read Archive
– 4 Roche GS instruments in continuous use
– Affymetrix data
– Key pages: Strains, Cultures, Projects, Assemblies, Genomes,

Runs, Microarrays



BDRD Portal View



1. Acquire strain, barcode, enter into Wiki (creates Strain)
2. Sub-culture Strain in the lab, create a Culture
3. Organize Strains by biological features (creates Project)
4. Extract DNA (creates a Run)
5. Sequence one or more times (creates Assembly)
6. Assemble one or more Assemblies from Wiki (creates Genome)
7. Annotate one Genome or entire Project from Wiki
8. Submit Genomes to NCBI from Wiki
9. Submit raw data to NCBI Short Read Archive from Wiki

A simplified workflow at BDRD



Create a Strain page



Create a Culture page



Add a Strain to a Project



Sequence and Monitor Quality of the Sequencing Run



Assemble Assemblies from the Wiki ...



... and create a Genome page



Launch DIYA annotation software and submit Genomes



Launch MID Assembly from Wiki



Genomes viewed in Wiki using GBrowse



Genomes viewed in Wiki using GBrowse



DIYA - open source pipeline software (BioTeam & BDRD)



DIYA at BDRD

- SGE cluster by BioTeam
- Storage by BioTeam
- 5 M bp annotated, 45 minutes
- 250 M bp submitted in 6 weeks
- see diyg at Sourceforge
see Bioinformatics March 2009



Albert Einstein Medical College
Center for Epigenomics

• Situation
–  Core Facilities for Genomics and Epigenomics
– 1 Roche GS and 1 Illumina GA, NimbleGen microarrays
– Need to handle sample submissions
– Need to allow external labs to retrieve their results
– Need to reserve and schedule technicians and instruments
– Key pages: Client Request, Samples, Jobs, Notebooks, Analysis,

Billing



Albert Einstein Medical College

• ad hoc client analysis
• Front-end components
• Customer request UI
• Results and reporting

• Data Tables
• Visual Analytics
• File Management



Managing client requests for sample submission

Attach files

Multiple Samples



Sequencing Job Results

• CHiP-Seq, CHiP-chip
• Custom assays
• Analytical jobs
• Custom web reporting

• Using Mediawiki API

• Launch Custom Apps
• Gbrowse
• Jalview



• Google Charts API
• Lane by lane metrics

Quality Control Reports



WikiLIMS Electronic Lab Notebook (ELN)



WikiLIMS Electronic Lab Notebook (ELN)



University of Connecticut

• Situation
– 1 Roche GS and 1 Illumina GA 2
– Multiple labs and multiple research projects (and modENCODE)
– Need to allow data submission and data retrieval from external

laboratories
– Need to track reagent use and work by each user
– Key pages: Flowcells, Laboratories, Projects, Samples, Reagents,

Users, Species





A Sample has Project and Laboratory data



A Flowcell page, with User view and Flowcell details



Track work by User



modENCODE Project uses WikiLIMS as project hub



A Project involves internal and external Laboratories



Cornell University

• Situation
– 1 Roche GS and 1 Illumina GA 2
– Need to read customer and sample data from existing LIMS
– Need to link to existing LIMS
– Key pages: Samples, Customers, Illumina Runs, Roche Runs,

Flowcells



Monitoring quality



Monitoring quality



Monitoring quality



Cold Spring Harbor Laboratory

• Situation
– 13 Illumina GA sequencers
– Need to run large number of instruments used by many

technicians
– Need secure environment for clinical samples
– Key Pages: Illumina Runs, Flowcells, Libraries, PCR Reactions,

Genome Amplifications, Machines, Purifications



Create and edit Library pages



Monitor ongoing runs



Remote Instrument Operation



Remote Instrument Operation



Custom query interface



Indiana University
Center for Genomics and Bioinformatics

• Situation
– 1 Roche GS and 1 Illumina GA, NimbleGen microarrays
– Need to track runs, samples, reagents, and group by project
– Need to track task-level and job-level provenance data
– Need to send notifications and email alerts
– Need to carry projects through all the way to billing
– Key : Projects, Samples, Libraries, Sequencing, Reagents



Management, workflow, and reporting



Managing workflow tasks



Managing workflow tasks



Managing workflow tasks



Managing workflow tasks



Managing workflow tasks



Sending e-mail notifications



Simplified tracking information

• Email and RSS notifications for every step in workflow
• Wiki Revision Control explains who did what and when
• Lab Managers can revert and undo tasks



Managing tasks by Lab User – Calendar view



‘‘multi-national corporation”

• Situation
– 3 Roche GS and 2 Illumina GA
– Existing commercial LIMS system
– Existing commercial sequence analysis platform
– Existing collaborative platforms, Web-based
– Need to make projects visible
– Need automatic data movement in all directions
– Key : Projects, Samples, Libraries, Sequencing





 Future Directions: caBIG Integration

- WikiLIMS queries caBIG via Web Services (SOAP)
- Gene, protein, microarray, SNP, clinical....



 Future Directions: caBIG Integration



 Future Directions: caBIG Integration



 Future Directions: caBIG Integration



 Future Directions: Proteomics



 Future Directions: Proteomics



 Future Directions: SOAP and RESTful Web Services

External Data

Annotations



 Future Directions: 3D Structure Viewing (Jmol)



Future Directions: MALDI-TOF Data (R, Gnuplot)




